
I did it ! I broke production !
Sofía LESCANO CARROLL

@SofLesc



Raise your hand if you have the rights to deploy / 
make changes in production



Keep it raised if you never broke production 



Within the same hour.

Well, I did ;)

Twice.



@SofLesc

" Discover someone's true 
nature when you see how they 

react to an incident in 
production "



Sofia Lescano Carroll
Senior Software Developer

Madrid



An e-commerce story that brings 
together retailers and brands

Disclaimer



Our organisation



Our teams

Engineering manager

Product designer Data analyst Product manager

3-8 Software 
Engineers (BE & FE)
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Our guidelines



Our guidelines

Engineering principles
& 

Software architecture principles



Engineering principles



Engineering principles
Autonomy

Small long-lived 
squad

Safety

Self-organization

TransparencyCollaboration

Iterative process



Software architecture principles



Software architecture principles

Data privacy No deviant system 
behaviour

Localisation

Environment 
parity Documentation

Always improve

Disposability Testing



The day I broke 
production



There are plenty ways of breaking 
production …



Fortunately I didn't break it THAT 
much …



It was on valentine's day …

I wasn't much worried about my deployments



I got a message from a colleague …



1

2

3

1 Someone spotted an issue in production
2 My colleague catched it up, triggered an incident and started a fix
3 Reached out to let me know so I could manage it



What happened ?

We forgot we had an A/B test ongoing



Consequences





What happened ?

Updated a library that had incorrect dependencies



Consequences



We were doing so well till then…

1 incident in 9 months



" Only people that do nothing break 
nothing ;) Good luck ! "

- William, senior developer



"We are not a team because we 
work together. We are a team 

because we respect, trust and care 
for each other"

If we fail, we fail as a team



Managing incidents is 
good, preventing them 

is better.

@SofLesc



Incidents have a cost

Monetary Company image 
and trust

Employees 
health



How do we deliver a 
feature and prevent 

incidents ?



Technical specifications
Automatic checks

Pull request review

Functional review

Deploy
Monitor

Product need definition

Code writing

Journey of a feature



Technical specifications
Automatic checks

Pull request review

Functional review

Deploy
Monitor

Product need definition
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Technical specification

Context Technical 
investigation, 
edge cases

Define 
acceptance 

criteria

Team review 



Technical specifications
Automatic checks

Pull request review

Functional review

Deploy
Monitor

Product need definition

Code writing

Journey of a feature



Automatic checks on PR



Automatic checks on PR

SonarCloud : 
- test coverage
- code duplication
- code smells

Mutation testing:
- quality of tests

Linter: 
- code-style
- phpstan : static analysis
- deptrac : dependency 

analysis

Tests:
- unit
- functional

E2E: 
- scenario simulation



Automatic checks on PR

Pre-commit



Wow.
Where do I start ?



Automatic checks on PR

SonarCloud : 
- test coverage
- code duplication
- code smells

Mutation testing:
- quality of tests

Linter: 
- code-style
- phpstan : static analysis
- deptrac : dependency 

analysis

Tests:
- unit
- functional

E2E: 
- scenario simulation



Test your code



Technical specifications
Automatic checks

Pull request review

Functional review

Deploy
Monitor

Product need definition

Code writing

Journey of a feature



Pull request review

At least one 
reviewer

Knowledge 
share

Coherence, 
edge cases 

…

Accept 
maintenance



Pull request review

Hotfix



Technical specifications
Automatic checks

Pull request review

Functional review

Deploy
Monitor

Product need definition

Code writing

Journey of a feature



Functional review

Code 
deployed on 

sandbox
Every team 
member is 

invited

Verify 
acceptance 

criteria

Can be done 
asynchronously



Functional review



Technical specifications
Automatic checks

Pull request review

Functional review

Deploy
Monitor

Product need definition

Code writing

Journey of a feature



Deploy
Every developer is autonomous to deploy 

his/her code to production.

Autonomy goes hand in hand with 
accountability and ownership.  



Deploy: Github merge queue



Deploy

A PR can be added 
to the queue if CI 

is ok

CI checks can be 
bypassed with 

authorisation of 
L4+

Deploys only done on 
working hours



Technical specifications
Automatic checks

Pull request review

Functional review

Deploy
Monitor

Product need definition

Code writing

Journey of a feature



Monitor



Monitor



Alerts



How do we manage 
incidents ? 



Incident management is the process of 
identifying, responding to, and 

resolving anomalous conditions that 
result in service degradation or 

outages. 



These events require human intervention to 
restore service to operational status and are always 

given immediate attention.



To be effective, it is essential to have a 
clear and agreed process



Roles and responsibilities

GEOC : Global 
engineer on-call

SEM : Squad 
escalated member

IM : Incident 
manager



Roles: Global Engineer On-Call

Daily rotation Entry point Ensure the issue is 
resolved

Any incident is 
priority



Roles: Squad Escalated Member

Issue escalated by 
GEOC

Provide expertise  
and help resolve



Roles: Incident Manager

Oversee the incident and communicate with 
stakeholders



Decision diagram

New incident

Entire 
website is 

down

Infrastructure 
squad

Some 
features are 

affected
To tackle 

during 
on-call (P1)

Can wait for 
the next 

working day 
(P2/P3)

…

… …

Catalog 
squad



Tooling : Pager Duty



Tooling: Trigger an incident
1/ Brand or retailer 

reaches customer support

2/ employee identifies an 
issue while browsing the 

marketplace



Communication

1/ A global channel #incidents to communicate with 
stakeholders

2/ A more technical one #tech-incidents to discuss 
between engineers and resolve the incident



Everyone is welcome

A situation room is always available for anyone that 
would like to help and in order to meet and solve the 

incident



Fixing strategy

Revert Hotfix



Hotfix
1/ make hotfix-init

2/ git cherry-pick

3/ make hotfix-release



Postmortem



Postmortem



Some numbers



Some numbers

45 min to recover from an incident on 
average

3 incidents in one year in our team 
(2 caused by me)

33 engineers on-call - 1 on-call per 
month on average



Challenges and 
limitations



Challenges and limitations

Incidents are triggered 
by people A large monolith



Challenges and limitations

On-call was not in our 
contracts

Training is different 
than real life



“Looks nice, but it’s not possible !”



Incidents have a cost

Monetary Company image 
and trust

Employees 
health



Context

Product company A lot of developers



IterateFind your own recipe

How to? 



What says most about you 
is not the fact that you 
broke prod, but how you 

act and learn from it.

@SofLesc



Monkik mynamepong
sripGeotatah

Handicon

Pixel 
perfect

Freepik lutfix

Icons made by the artists mentioned, from www.flaticon.com

Thank you !

Parzival’ 1997

juicy_fish

Rukanicon

M Karruly

Iconixar

Berkahicon

Wahyu Adam

nangicon
Smashicons

Afian Rochmah Afif

Upnow Graphic



Thank you !



Sofía LESCANO CARROLL

@SofLesc

#fullRemote #lifeInSpain #wannaDoGood #speaker #mentoring

I did it ! I broke production !


